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9Abstract— Artificial intelligence (AI) has become a tool 

increasingly used in scientific research, science, finance, and many 

other aspects of everyday life of entrepreneurs and every human 

being. This issue is developing extremely quickly and, according to 

the author of the article, its operation should be formalized and 

certain limits should be set to what it can be used for in order to 

eliminate unfair competition. The article presents the prospects 

for the development of AI in scientific research and financial 

management. Analysis and criticism of the literature was used as 

a research method. 

Keywords— application of artificial intelligence, development 

prospects 

 INTRODUCTION 

Artificial intelligence (AI) has become one of the most 

dynamically developing technological areas of the 21st century, 

revolutionizing the way research and development (R&D) is 

carried out (Adamczak, 2024). From the analysis of huge data 

sets to the automation of experimental processes, AI not only 

increases the efficiency of research, but also opens new 

scientific and technological horizons (Nawrat, 2023). Thanks to 

the use of machine learning algorithms, natural language 

processing and computer vision, scientists from various fields - 

from molecular biology, through engineering, to social sciences 

- gain tools that enable them to quickly discover patterns and 

relationships that were previously unattainable (Różanowski, 

2007). 

The role of AI in scientific research is particularly visible in 

areas such as designing new drugs, modeling chemical 

processes, or discovering materials with unique properties 

(Niewęgłowski, Wilczek, Madoń, Palmi, Wasyluk; 2021). 
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Moreover, tools based on artificial intelligence are used not 

only in natural and technical sciences, but also in the 

humanities, supporting research on culture, language and 

history (Manovich, 2020). 

Despite the enormous potential, the use of AI in research and 

development (RD) is also associated with challenges such as 

ensuring data quality, ethical aspects of the use of this 

technology and the need to adapt traditional research methods 

to new standards (Gasparski, 2019).  

The aim of the work is to show how AI is transforming 

contemporary science and technology, as well as to outline 

future prospects for its development in the context of scientific 

research and corporate financial management. This article will 

analyze the most important aspects of the use of artificial 

intelligence in the context of RD works, present its benefits and 

discuss the challenges faced by contemporary researchers. 

The article uses analysis and criticism of the literature. 

 AI HISTORY 

AI is a field whose roots go back to philosophical 

considerations about the nature of thinking, logic and 

intelligence (Berka, Kreiser, 1971). Already in antiquity, 

Aristotle studied the principles of logical reasoning, which can 

be considered the first attempts to formalize thinking 

(Olesiński, 1998). In the 17th century, René Descartes 

developed the idea of the mechanical functioning of the body 

and mind, suggesting that certain processes could be automated 

(Steer, 2022). These concepts inspired later generations of 

scientists and engineers to build mechanical devices such as the 

Jacquet-Droz machines of the 18th century, which could imitate 
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human activities such as writing and drawing (Mares, 1909). 

The breakthrough towards modern artificial intelligence 

came in the 20th century with the development of mathematics, 

formal logic and computers. Alan Turing, one of the fathers of 

computer science, in 1936 described the concept of a Turing 

machine, a theoretical model of computation that became the 

basis for programming and thinking about artificial intelligence 

(Shannon, 1949). In 1950, he proposed the Turing test to assess 

whether a machine could imitate human intelligence without 

being noticed by an observer. This was an important step 

towards recognizing the ability of machines to perform tasks 

requiring intelligence (von Neumann, 1958). 

The formal birth of artificial intelligence took place in 1956 

at a conference at Dartmouth College, where John McCarthy, 

Marvin Minsky, Claude Shannon and Nathaniel Rochester 

presented the concept of creating machines capable of 

"thinking". This event is considered the beginning of AI as a 

separate scientific field (Artificial Intelligence, 1956). The first 

programs were then created, such as Logic Theorist by Allen 

Newell and Herbert Simon, which was able to prove 

mathematical theorems, and General Problem Solver (GPS), 

capable of solving general logical problems (Crevier, 1993). At 

that time, Frank Rosenblatt introduced the perceptron, which 

was an early form of a neural network (Bartkowiak, 2002, 

Marsland, 2014). 

The timeline below shows the development of artificial 

intelligence over the years. 

Figure 1. Development of artificial intelligence.

 

 
Source: own study based on bibliography

In the 1960s and 1970s, AI experienced a period of dynamic 

development, often referred to as the "golden era of artificial 

intelligence". Work began on expert systems such as 

DENDRAL and MYCIN, which were intended to support 

specialists in solving complex problems in fields such as 

chemistry and medicine. At the same time, machine learning 

algorithms and simulation models were developed, which 

allowed computers to "learn" from data (Słoniewski). 

However, scientists' ambitions quickly encountered 

technological limitations. Computers of that era had too little 

computing power and memory resources were limited, which 

made it impossible to implement ambitious projects. There 

were also problems related to the lack of sufficient data sets and 

difficulties in formalizing many thought processes. As a result, 

interest in AI waned in the 1970s and 1980s, in what was termed 

the "AI winter." During this period, significant progress was 

lacking and research funding was drastically reduced (Górski, 

2019). 

Despite the difficulties, the development of theory and 

technology has not stopped completely. In the 1980s, new 

approaches emerged, such as neural networks inspired by the 

functioning of the human brain. Researchers such as Geoffrey 

Hinton contributed to the development of backpropagation 

algorithms that enabled neural networks to learn more 

efficiently. At this time, interest in AI increased again, and in 

the 1990s the first commercial applications appeared, such as 

speech and image recognition systems (Garfinkel, 1998). 

Another revolution in AI occurred in the 21st century with 

the dynamic development of computer computing power, 

access to huge data sets and progress in machine learning 

algorithms. The emergence of new technologies, such as deep 

neural networks (deep learning), has ushered in a new era in 

artificial intelligence (Lee, Bengio, Hinton, 2015). AI has 

begun to find applications in areas such as medicine, finance, 

transport and entertainment, as well as in everyday life, e.g. in 

voice assistants or autonomous vehicles (Rzepecka, 2019, 

Derong, Chen, Peng, Zhang, Xu, Zhao, Wu, Zheng , Wang, 

Chen, 2024). 

Currently, artificial intelligence is one of the key areas of 

research and technology development, and its potential seems 

almost unlimited. Despite ethical, technological and social 

challenges, AI continues to develop, transforming various 

aspects of life and opening new perspectives for science and 

technology. It is also worth mentioning that AI may affect data 



ASEJ ISSN: 2543-9103  ISSN: 2543-411X (online) 

- 63 - 

 

security in various industries, e.g. accounting (Łojek, 2024). 

 THE DEVELOPMENT OF AI IN SCIENTIFIC 

RESEARCH 

The development of AI opens new opportunities in the field 

of scientific research, transforming the way we conduct 

experiments, analyze data and formulate new hypotheses 

(Cellary, 2019). Table 1 shows the development prospects of 

AI in the field of scientific research. 

TABLE 1. PROSPECTS FOR THE DEVELOPMENT OF AI IN SCIENTIFIC RESEARCH. 

Perspective Description Examples of 
Applications 

Automation of 
Research Processes 

Automation of tasks such 

as literature review, 
conducting experiments, 

and data analysis 

- Automatic review 

of scientific 

publications 
- Laboratory robots 

- Big data 

processing 

New Methods of 

Modeling and 

Simulation 

Creation of more 

advanced models and 
simulations using AI 

algorithms 

- Predictive models 

in climatology 

- Molecular 
simulations in 

chemistry and 

biology 

Acceleration of 

Scientific 

Discoveries 

Use of AI to identify new 

materials, drugs, and 

technologies 

- Error detection in 
data 

- Automatic 

documentation of 
experiments 

Improvement of 
Research 

Reproducibility 

Precise documentation 

and data analysis enhance 

the reproducibility of 
research results 

- Error detection in 

data 
- Automatic 

documentation of 

experiments 

Supporting 
Interdisciplinarity 

Combining knowledge 

from various fields and 
supporting scientific 

collaboration 

- Integration of data 
from biology and 

physics 
- Collaboration 

platforms for 

scientists 

Ethics and 

Challenges Related to 
AI 

Issues related to algorithm 
transparency, data ethics, 

and dependency on 

technology 

- Development of 
ethical algorithms 

- Management of 

sensitive data 

Source: own study based on Karski, 2019; Prieto – Gutierez, Segado – Boj, 

Da Silva França, 2023; Tiwari, Bardhan, Kumar, 2023. 

AI is significantly changing the way scientific research is 

conducted, offering tools to automate and improve research 

processes. Automation includes tasks such as literature reviews, 

conducting laboratory experiments, and analyzing large data 

sets, allowing scientists to focus on interpreting results and 

formulating new hypotheses. AI also supports the creation of 

advanced predictive models and simulations that enable 

research in fields such as climatology, systems biology and 

chemistry, significantly accelerating the pace of scientific 

discoveries (Karski, 2019). 

The integration of artificial intelligence in research also leads 

to improved reproducibility of results thanks to precise 

documentation and automatic tracking of experiments. In 

addition, AI promotes interdisciplinary research by integrating 

data and knowledge from various scientific fields and 

facilitating collaboration among researchers around the world. 

This approach leads to a holistic view of complex scientific 

problems that were previously difficult to understand from the 

perspective of a single discipline (Tiwari, Bardhan, Kumar, 

2023; Prieto-Gutierrez, Segado-Boj, Da Silva França, 2023). 

However, the development of AI in science also brings 

challenges, especially in terms of algorithm transparency, 

managing sensitive data and avoiding excessive dependence on 

technology. These issues require consideration of ethical 

aspects of AI development, such as designing ethical systems 

and ensuring that these tools support, rather than replace, 

human critical thinking. Despite these challenges, the potential 

of AI in scientific research is huge and can bring breakthrough 

changes in many fields of science (Królewski, Łukasik, Smęt, 

2013). 

AI also has great potential in discovering new technologies 

and solutions that can have a real impact on society and the 

economy. An example is the use of AI in medicine for faster 

drug discovery through molecular simulations or analysis of 

genetic data, which contributes to the development of 

personalized medicine and more precise therapies. In the area 

of materials science and engineering, AI algorithms help 

identify the properties of new materials, optimize their 

production processes and predict their potential applications. 

Thanks to this, scientists can not only reduce research costs, but 

also implement innovative solutions in practice faster, which 

accelerates technological progress in many key sectors of the 

economy (Nawojczyk, Królewski, 2016). 

 DEVELOPMENT OF AI IN FINANCIAL 

MANAGEMENT 

In addition, AI is playing an increasingly important role in 

financial management, introducing modern solutions that 

improve processes, increase security and support decision-

making. Thanks to the use of advanced algorithms, financial 

institutions can manage risk more effectively, adapt services to 

customer needs and identify new opportunities on the market. 

The development of RD's works in this field additionally 

accelerates the implementation of innovative solutions. 

TABLE 2. DEVELOPMENT OF AI IN FINANCIAL MANAGEMENT AND RD WORKS. 

Area Description Example of 

Application 

Process Automation Streamlining routine 
operations 

Accounting, 
forecasting 

Analysis and 

Forecasting 

Predicting trends and 

managing risks 

Price forecasts, risk 

assessmen 

Service 
Personalization 

Tailoring offers to 
customer needs 

Robo-advisors, 
chatbots 

R&D Works Development of new AI 

technologies 

Explainable AI, 

predictive models 

Source: own study. 

The development of AI in financial management brings 

benefits to both individual clients and financial institutions. 

Process automation allows for significant cost reductions and 

increased operational efficiency, while service personalization 

supports building better relationships with customers. Thanks 

to predictive analysis and advanced risk management, 

institutions can make more informed investment decisions 

(Dudycz, 2013). 

With the dynamic development of research and development, 



ASEJ ISSN: 2543-9103  ISSN: 2543-411X (online) 

- 64 - 

 

AI is becoming more and more versatile. Explainable AI 

projects and advanced predictive models herald a future in 

which decisions made by algorithms will not only be more 

precise, but also understandable to users. As a result, AI has the 

potential to become one of the key pillars of financial 

management in the coming years (Tomaszek, 2022). 

 SUMMARY 

The development of artificial intelligence has revolutionized 

the way we conduct scientific research and manage finances, 

becoming an integral part of the modern technological 

landscape. Thanks to the use of AI, it has become possible to 

accelerate research processes, automate routine tasks and 

generate innovative solutions that seemed unattainable until 

recently. The key advantage of this technology is the ability to 

analyze huge data sets and formulate new hypotheses, which 

contributes to the dynamic development of science and 

technology. 

However, alongside the benefits, there are also challenges, 

such as the need to ensure the transparency of algorithms, an 

ethical approach to the use of data and managing the risks 

associated with technology dependence. To fully exploit the 

potential of AI, it is necessary to develop new standards and 

practices that enable humans and machines to work together 

harmoniously. 

The future of research on artificial intelligence and its 

applications in various fields, such as medicine, engineering 

and finance, seems extremely promising. The implementation 

of ethical algorithms and the development of interdisciplinary 

approaches to solving problems will be key to the further 

development of this technology. In the face of the growing role 

of AI in the global scientific and economic ecosystem, it is 

worth continuing research on its potential and limitations to 

make it an even more effective and responsible tool in the hands 

of modern researchers and managers. 
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